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ABSTRACT 

Globally, social media have revolutionized how people connect and share 

information. However, the rise of these platforms has led to the proliferation of 

cyber hatred, which is a significant concern that has garnered the attention of 

researchers. To address this issue, We proposes a various solutions, utilizing 

Machine learning and Deep learning techniques such as Naive Bayes, Logistic 

Regression, Convolutional Neural Networks, and Recurrent Neural Networks. 

These methods rely on a mathematical approach to distinguish one class from 

another. However, when dealing with sentiment-oriented data, a more ‘‘critical 

thinking’’ perspective is needed for accurate classification, as it provides a more 

realistic representation of how people interpret online messages. This study 

applied two machine learning classifiers, Multinomial Naive Bayes and Logistic 

Regression, to four online hate datasets. The results of the classifiers were 

optimized using bio-inspired optimization techniques such as Particle Swarm 

Optimization and Genetic Algorithms, in conjunction with Fuzzy Logic, to gain a 

deeper understanding of the text in the datasets. 
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INTRODUCTION 

It was the advancement of technology 

and the impulse of human 

communication that led to the 

evolution of social media, which 

altered how individuals interact 

online. Prior to the introduction of 

Information Communication 

Technology (ICT), human 

interactions were largely confined to 

geographical locations; however, 

Online Social Networks (OSNs) have 

eliminated geographical barriers.This 

has prompted researchers to 

investigate the potential of utilizing 

Machine Learning and Deep 

Learning techniques to design 

automated systems capable of 

detecting and preventing cyber-hate. 

Considering the vast amount of 

content that can be found on OSNs 

related to aggressive and anti-social 

behaviour, an Optimized Machine 

Learning-Based framework is to help 

identify online hate using fuzzy logic 

techniques. Several different machine 

learning models have been 

implemented, such as, Multinomial 

Naive Bayes and Logistic 

Regression, in conjunction with the 

Bio-Inspired Optimization methods, 

Genetic Algorithm and Particle 

Swarm Optimization. The 

implementation of Particle swarm 

Optimization selects the best feature 

selection subset that better represents 

the feature selection space. 

We proposes a various solution, 

utilizing Machine learning and Deep 

learning techniques such as Naive 

Bayes, Logistic Regression, 

Convolutional Neural Networks, and 

Recurrent Neural Networks. These 

methods rely on a mathematical 

approach to distinguish one class 

from another. However, when dealing 

with sentiment-oriented data, a more 

‘‘critical thinking’’ perspective is 

needed for accurate classification, as 

it provides a more realistic 

representation of how people 

interpret online messages. This study 
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applied two machine learning 

classifiers, Multinomial Naive Bayes 

and Logistic Regression, to four 

online hate datasets. The results of the 

classifiers were optimized using bio-

inspired optimization techniques 

such as Particle Swarm Optimization 

and Genetic Algorithms, in 

conjunction with Fuzzy Logic, to 

gain a deeper understanding of the 

text in the datasets. The proliferation 

of cyber hatred on global social 

media platforms poses a pressing 

issue, necessitating effective 

solutions. Existing approaches, 

relying on machine learning and deep 

learning techniques, lack a nuanced 

perspective when dealing with 

sentiment-oriented data. This study 

aims to enhance the accuracy of 

online hate classification by 

introducing a "critical thinking" 

approach and optimizing results 

using bio-inspired techniques like 

Particle Swarm Optimization and 

Genetic Algorithms, coupled with 

Fuzzy Logic, to gain deeper insights 

into the textual content of hate 

datasets. 

LITERATURE SURVEY 

3.1 Social media cyberbullying 

detection using machine learning: 

https://www.researchgate.net/publication

/333506989_Social_Media_Cyberbullying_

Detection_using_Machine_Learning 

ABSTRACT: With the exponential 

increase of social media users, 

cyberbullying has been emerged as a 

form of bullying through electronic 

messages. Social networks provides a 

rich environment for bullies to uses 

these networks as vulnerable to 

attacks against victims. Given the 

consequences of cyberbullying on 

victims, it is necessary to find suitable 

actions to detect and prevent it. 

Machine learning can be helpful to 

detect language patterns of the bullies 

and hence can generate a model to 

automatically detect cyberbullying 

actions. This paper proposes a 

https://www.researchgate.net/publication/333506989_Social_Media_Cyberbullying_Detection_using_Machine_Learning
https://www.researchgate.net/publication/333506989_Social_Media_Cyberbullying_Detection_using_Machine_Learning
https://www.researchgate.net/publication/333506989_Social_Media_Cyberbullying_Detection_using_Machine_Learning
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supervised machine learning 

approach for detecting and 

preventing cyberbullying. Several 

classifiers are used to train and 

recognize bullying actions. The 

evaluation of the proposed approach 

on cyberbullying dataset shows that 

Neural Network performs better and 

achieves accuracy of 92.8% and 

SVM achieves 90.3. Also, NN 

outperforms other classifiers of 

similar work on the same dataset. 

3.2 Modeling the detection of 

textual cyberbullying: 

https://ojs.aaai.org/index.php/ICWSM/arti

cle/view/14209 

ABSTRACT: The scourge of 

cyberbullying has assumed alarming 

proportions with an ever-increasing 

number of adolescents admitting to 

having dealt with it either as a victim 

or as a bystander. Anonymity and the 

lack of meaningful supervision in the 

electronic medium are two factors 

that have exacerbated this social 

menace. Comments or posts 

involving sensitive topics that are 

personal to an individual are more 

likely to be internalized by a victim, 

often resulting in tragic outcomes. We 

decompose the overall detection 

problem into detection of sensitive 

topics, lending itself into text 

classification sub-problems. We 

experiment with a corpus of 4500 

YouTube comments, applying a range 

of binary and multiclass classifiers. 

We find that binary classifiers for 

individual labels outperform 

multiclass classifiers. Our findings 

show that the detection of textual 

cyberbullying can be tackled by 

building individual topic-sensitive 

classifiers. 

3.3 Detecting cyberbullying: Query 

terms and techniques: 

https://www.researchgate.net/publication

/262238159_Detecting_cyberbullying_Qu

ery_terms_and_techniques 

https://ojs.aaai.org/index.php/ICWSM/article/view/14209
https://ojs.aaai.org/index.php/ICWSM/article/view/14209
https://www.researchgate.net/publication/262238159_Detecting_cyberbullying_Query_terms_and_techniques
https://www.researchgate.net/publication/262238159_Detecting_cyberbullying_Query_terms_and_techniques
https://www.researchgate.net/publication/262238159_Detecting_cyberbullying_Query_terms_and_techniques
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ABSTRACT: In this paper we 

describe a close analysis of the 

language used in cyberbullying. We 

take as our corpus a collection of 

posts from Formspring.me. 

Formspring.me is a social networking 

site where users can ask questions of 

other users. It appeals primarily to 

teens and young adults and the 

cyberbullying content on the site is 

dense; between 7% and 14% of the 

posts we have analyzed contain 

cyberbullying content. The results 

presented in this article are two-fold. 

Our first experiments were designed 

to develop an understanding of both 

the specific words that are used by 

cyberbullies, and the context 

surrounding these words. We have 

identified the most commonly used 

cyberbullying terms, and have 

developed queries that can be used to 

detect cyberbullying content. Five of 

our queries achieve an average 

precision of 91.25% at rank 100. In 

our second set of experiments we 

extended this work by using a 

supervised machine learning 

approach for detecting cyberbullying. 

The machine learning experiments 

identify additional terms that are 

consistent with cyberbullying 

content, and identified an additional 

querying technique that was able to 

accurately assign scores to posts from 

Formspring.me. The posts with the 

highest scores are shown to have a 

high density of cyberbullying 

content. 

3.4 Improved cyberbullying 

detection using gender 

information: 

https://www.researchgate.net/publication

/230701861_Improved_Cyberbullying_Det

ection_Using_Gender_Information 

ABSTRACT: As a result of the 

invention of social networks, 

friendships, relationships and social 

communication are all undergoing 

changes and new definitions seem to 

be applicable. One may have 

hundreds of "friends" without even 

https://www.researchgate.net/publication/230701861_Improved_Cyberbullying_Detection_Using_Gender_Information
https://www.researchgate.net/publication/230701861_Improved_Cyberbullying_Detection_Using_Gender_Information
https://www.researchgate.net/publication/230701861_Improved_Cyberbullying_Detection_Using_Gender_Information
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seeing their faces. Meanwhile, 

alongside this transition there is 

increasing evidence that online social 

applications are used by children and 

adolescents for bullying. State-of-

the-art studies in cyberbullying 

detection have mainly focused on the 

content of the conversations while 

largely ignoring the characteristics of 

the actors involved in cyberbullying. 

Social studies on cyberbullying 

reveal that the written language used 

by a harasser varies with the author"s 

features including gender. In this 

study we used a support vector 

machine model to train a gender-

specific text classifier. We 

demonstrated that taking gender-

specific language features into 

account improves the discrimination 

capacity of a classifier to detect 

cyberbullying. 

3.5 Towards user modelling in the 

combat against cyberbullying: 

https://www.researchgate.net/publication

/230701870_Towards_User_Modelling_in

_the_Combat_Against_Cyberbullying 

ABSTRACT: Friendships, 

relationships and social 

communications have all gone to a 

new level with new definitions as a 

result of the invention of online social 

networks. Meanwhile, alongside this 

transition there is increasing evi-

dence that online social applications 

have been used by children and 

adoles-cents for bullying. State-of-

the-art studies in cyberbullying 

detection have mainly focused on the 

content of the conversations while 

largely ignoring the users involved in 

cyberbullying. We hypothesis that 

incorporation of the users' profile, 

their characteristics, and post-

harassing behaviour, for instance, 

posting a new status in another social 

network as a reaction to their bullying 

experience, will improve the 

accuracy of cyberbullying detection. 

Cross-system analyses of the users' 

https://www.researchgate.net/publication/230701870_Towards_User_Modelling_in_the_Combat_Against_Cyberbullying
https://www.researchgate.net/publication/230701870_Towards_User_Modelling_in_the_Combat_Against_Cyberbullying
https://www.researchgate.net/publication/230701870_Towards_User_Modelling_in_the_Combat_Against_Cyberbullying
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behaviour -monitoring users' 

reactions in different online environ-

ments -can facilitate this process and 

could lead to more accurate detection 

of cyberbullying. This paper outlines 

the framework for this faceted 

approach. 

SYSTEM ARCHITECTURE: 

 

SCREENS: 

 

ACCURACY COMPARISION 

GRAPH 

 

PRECISION COMPARISION 

GRAPH 

 

RECALL COMPARISION GRAPH 

 

F1 SCORE COMPARISION 

GRAPH 
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STEP 1 

 

 

STEP 2 
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STEP 4 

 

STEP 5 

 

STEP 6 

 

STEP 7 
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STEP 8 

 

STEP 9 

 

STEP 10  

 

CONCLUSION 

In this work, We proposes an 

optimized machine learning - fuzzy 

logic approach for identifying hate 

speech in social media posts. The 

novelty of the approach lies in the 

incorporation of bio-inspired 

optimization techniques along with 

fuzzy logic to facilitate a deeper 

understanding of the linguistic 

aspects of the text. The proposed 

approach offers several advantages, 

such as the reduction of data 

dimensionality resulting from the 

implementation of optimization, 

which accelerates the classification 

process. Additionally, applying fuzzy 

logic resolves linguistic issues and 

provides a better understanding of 

text sentiment. Both GA and PSO are 

evolutionary search methods that 

refine values over time using 

probabilistic and deterministic rules 

to improve them over time. We 

combines these two optimization 

models with fuzzy logic 

independently on four publicly 

available datasets: Maryland, 

Davidson, Formspring, and OLID. 

Compared to two state-of-the-art 
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supervised machine learning 

classifiers, such as Logistic 

Regression and Multinomial Naive 

Bayes, the optimized fuzzy rule-

based method consistently 

outperforms them with regard to 

accuracy and F1 scores. Future work 

will examine General Adversarial 

Networks (GANs), a deep generative 

reinforcement learning model that 

addresses the challenge of imbalance 

by augmenting the dataset with 

hateful tweets. This will be done by 

employing a two-component 

framework: a generator network and 

a discriminator network. 
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